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ABSTRACT

In this paper | proposed a way to detect Outliduesin the simple linear regression model. Suppubstatistics
Robust is the Median and Mean Absolute Deviatiomfthe sample median. They altered the way NASIiIN@2001).

Use each of the Mean Squares Error (MSE) and @iesifi of Determination (8 compare the two, the proposed
method has proved more efficient.
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INTRODUCTION

| had the problem of Outliers in data with greaerest by researchers, especially in recent yeard. knead
because many scholars recognize that the existeneech observation in datasets would distort tuilts of statistical

analysis used for those data and skew the re8\tizh leads to unrealistic results?

The problem of Outlier values came from a numbeaeasons, including measurement error, and redettset use
of incorrect measurements of natural and also eeading registry ... Etc. and that the problengafs are in the form of
linear dependent variable;)yr annotated variables {por both. For this reason, many researchers resarted to several
methods to detect outlier values, whether traditianethods or Robust. These methods have occuplaha area of
statistical research. And this paper aims to pre@omethod for detecting Outlier values in the diata a variation of the
NASI method where tools were to use statistics Rbhte not sensitive to gays. It aims also to campeoposed method
with the NASI method. In order to facilitate thepéipation of the proposed method without talkingabthe data used and
the period which took the example (page 46, 198ugReau and Leroy)) it is the same data adopteddays ne way.

BASIC CONCEPTS
The Concept of Outlier Values"

Outlier values are those the call as witness thamnsillogical compared to other data shows a @adrsignificant
departure from the rest of the components of thepgawhich | found those observation. They arerésailt of read errors

and calculation or the result of the interpretatém particular phenomenon.
Outlier Values 1 212

Define outlier values as those observation thdtdalay from the regression equation and have velgyng
compared to the rest of the other natural obsemwdti datasets so that will have an impact on trenfof linear and

estimates, so that this impact be learned by amgythe full data and compare the value of MSE aalde (Rgadj) in both
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cases so that these values can be corrected hijndeten case of being derived from the errothe log data.
Immunity ©

(Box) in 1953, the first to give the item of immtynbbviously statistical sense describing statidtinethod that
Robust if sensitive data Benders, which estimaigdigal despite the lack of an efficient accessttie data fit the

assumptions made, and hippocampus aim to:

» Description the best model matches the data.

« Diagnosis of outlier values.

» Diagnosis and attention points that have an impadhe data.

« Handle models assumed on the basis that erroratdadistribution as a result of the presence ofdsaruals.
WAY NACY'S METHOD

In this way, the emphasis was on the Ellipse -sthapespread the data points for simple linear regjom, either
outlier values are detected through the followitegps:

» The linear regression model for equaling data.

» Apply equation following ellipse

_ _5) i 2 _& (x—7%) i 2
((x x)c059+2(y y) sin 0) + ((y-y¥)cos b 2(x X) sin 0) -1 (1)
a b

Where:
X: The independent variable.
Y: Representing the variable.

S Sy
cosf '’ cos @

0: is the angle between the ribsjga.S, and between the ribs fy,(.S,) which can be extracted from the

following relationship:

B =tanf - 0 =tan"'

P : represents the slope of the regression line.

y1: Default value which specifies how the length of maxis (Major Axis) of the ellipse if%<9<— g) and vice

versa (;) determine the length of the secondary axiS #(< 5 7<6<— ).

Y2: represents a default value which specifies thetlkend the secondary axis (Minor Axis) of the elkps

(5<6<— 7) and vice versay,) determine the length of main axis #<6<> ) “<6<— ~) . And identify refund as follows:

cos 6

i = SX(BZ+1)JE(Y1 — V)4 (x; —X))2+ (B2, — V) + B (x; —X))? 2)
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=0 B on =) 4 G~ B0 —3) + B ( — )P @
Where:
S,: is the standard deviation of the independent lbgi&).
S, The standard deviation of the variable (y).

y : The arithmetic mean of the variable observatioopaed.

bal

: The arithmetic mean of the covariate sightings.
B: The slope of the regression line.

(v1,X1): Assuming its farthest point average)(

(Y2 ,X2): Assuming its farthest point average)(

That decision if the value is outlier or not is bgmparing the left end in the relationship (1),hwitne after
compensation for each pair of observatiog, ¥X).

If equal to 1 point located on the perimeter of &figpse and if smaller point located inside. Ottiis larger than
1, the point is outside the ellipse thus diagndbédpoint as a watch freak.

THE PROPOSED METHOD
After sharing the way Nacy’s and other methods saggircular Nacy’s method and tools as follows:

e Use the Median and Mean Absolute Deviation fromsample median (MD) instead of the standard deridtr
each of the approved and independent variables.

e use the mediator (Me) rather than the arithmetiamfer each of the approved and independent vaszais:

MD = M @

» draw ellipse to be focused (Mg Mey,) and the main axis is a regression line, as stiowine chart (1) below:

Scheme 1: lllustrates the Ellipse

Is derived ellipse oblique equation recycles lg¥el) to the level (X'-Y") at an angle oB) as Nacy'¥’, and
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after replacing Nacy's tools and a displacementgsse for the centre ellipse from point of origirthe point (Mg,),Me,)

are:
((x—Me(x)) c056+2(y—Me(y))sin9)2 n ((y—Me(y))cose—z(x—Me(x)) sin0)2 1 (5)
a b
Whereas:
_NMDy _¥2MD(y)
T cos8 ' cos®
0 ~ A ~
n = m\/ﬁ (71 = Megy) + (11 = Meg))? + (B2(y1 =~ Megy)) + B (11 — Meg))? (6)
cos 6 = A ~
V2 = m\/ﬁ (72 = Megy)) + (x2 = Me))2+ (B2(y2 — Megy)) + B (x; — Mey))? @)

PRACTICAL SIDE

We will discuss in this section the ability of theoposed method to detect outlier values in a sripear model,

and compared the results with the results reachidddebway Nacy’s. It has been selected the follgwiariables:
Y: The growth rate represents the children.
X: Represents the average age when kids months.
They variables represent specific data for a gafughildren and which are shown in Table (1) below:

Table 1: Data on a Group of Children

Jeadeal) Y X
1 95 15
2 71 26
3 83 10
4 91 9
5 102 15
6 87 20
7 93 18
8 100 11
9 104 8
10 94 20
11 113 7
12 96 9
13 83 10
14 84 11
15 102 11
16 100 10
17 105 12
18 57 42
19 121 17
20 86 11
21 100 10

Source:From the Mickey el at (1967) as set forth RousseamngvLeroy at (1987

The Application of the Proposed Method

To facilitate the calculations (SPSS19, -Excel@®0dhere he found the statistics required for thgliaation of
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this method is the use of statistical programs,algm
Me(x) = 11, Me(y) = 95
MD(X) = 4.809524, MD(Y) = 10.19048
B= —1.127 ,a = 109.87384
Equation regression life= 109.87384 - 1.127 X
0 = tan-1f = - 48.4169881

Cos6 = 0.6637044, SiA = -0.74799491

v, 7.246484355= g L12X)

cos©
_ Y2 MD(Y)_
b =T2=2= 1535394228,

Accordingly, the ellipse equation (5) of the dagecdmes:

(0.663704462 X—0.74799491 Y+63.75876737)% | (0.663704462 Y+0.74799491X—54.82397988)% _ 1
} =
(7.246484355 y4 )? (15.35394228y, )2

Using equations (6) and (7) we find the valuesyg) @nd (y, ) Altkadireeten as the Alimhahd (18 and 19) are the
farthest from each of the Me (x), Me(y) respectyeaind the van:

(X1, Yo =(42,57) , (XY =(17,121)
Two by two points gay and thus pe= 0.2,y,=0.5.
Comparison of the Proposed Method and the Method dflacy’s after Deleting Outlier Observation

Table 2: Comparison of the Proposed Method and th®lethod of Nacy’s

By k) ol MSE R method best
proposed method| 77.991 | 0.270 | proposed method
Method Nacy's 123.360 | 0.112

We note from the table (2) above, that the propasethod gave anMean Squares Error (MSE=77.991% Les
than one way Nacy’s. We also note that the valub@toefficient of determination of the proposeetimd (=0.270) is
higher than the value of the coefficient of deteraion method Nacy’s which shows that the propasethod best.

CONCLUSIONS AND RECOMMENDATIONS
In light of what has been presented in this papeill summarize the conclusions and recommendatitli
» Characterized the proposed use statistics robust.
* The proposed method showed sensitivity enoughtectieutlier Observation.
* The proposed method demonstrated good efficiensgl@8e Observation outlier.

«  We recommend Alahtmta ways to identify outlierualin future studies and research so as to th@otitance

and impact on the accuracy of the results.
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